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ABSTRACT

Many data sets contain structural 3D components along with asso-
ciated textual data. While structural data is often best visualized
on large stereoscopic displays, such displays can pose problems
presenting accompanying textual information. Chief among these
problems is a tradeoff between size dependent legibility of text and
the occlusion of structural data if text is presented at larger sizes.
Our solution to this problem integrates structural data shown on a
large display while users select features of the structure and view
the associated textual data on personal tablets.

Our solution also lends itself to collaborative browsing tasks. In
our initial implementation each user can individually select struc-
tural components and view the associated text on their own tablet;
thus, everyone becomes an active participant in data mining. When
individual users find textual data they deem of interest to the group
they can share it with collaborators by temporarily pushing the text
box to the large display. The current status and each individual’s
browsing history are shown on the large display in order to provide
awareness of other team members’ actions.

Index Terms: H.5.2 [Information Interfaces And Presentation ]:
User Interfaces—Input devices and strategies ; H.5.3 [Information
Interfaces And Presentation |: Group and Organization Interfaces—
Computer-supported cooperative work;

1 INTRODUCTION

Researchers often need to analyze data sets involving 3D structural
models along with textual data associated with specific parts of the
model. Examples include, but are by no means limited to, protein
folding structures accompanied by statistical analysis results, 3D
MRI models accompanied by medical data pertaining to specific
features, and 3D social network data where each node is associated
with user specific information. The textual information can be an-
other dimension in the data or metadata in the form of annotations
or higher level statistical summaries.

3D structural data is better visualized on large, stereoscopic dis-
plays where scale and a higher number of depth cues aid users’
understanding of the model’s spatial structure. Such displays also
create a greater sense of immersion and realism [16] [17]. However,
these displays are not necessarily optimal for visualizing text. Ren-
dering text in 3D space poses problems related to scaling and dis-
play orientation [13] [10]. Although previous work [13] has shown
that view aligned text increases readability significantly, legibility
issues related to text size persist. Readable text requires either very
high resolution or a large rendering size. Textual information asso-
ciated with different parts of the 3D model at different depths can-
not be freely scaled along with the model, as linear scaling based
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on depth might yield unnecessarily large text that occludes parts of
the scene, or, alternatively, illegibly small text.

One potential solution to this problem involves dividing the dis-
play into two areas: one for textual information and the other for
the 3D model. In this solution, text is commonly rendered at a
specified area of the screen with a uniform font size. Linkage be-
tween text and its associated part of the 3D model is provided using
a static visual cue such as a connecting line. There are two major
drawbacks of this approach. First, a large amount of space is re-
quired for displaying lengthy text passages (Figure 1); this space is
no longer available for the 3D visualization. Second, the separation
of the text display area and the 3D visualization necessitates the
use of external visual cues to help users map specific pieces of text
to their associated location in the visualization. These cues often
clutter the visualization.

In order to solve problems related to rendering 3D structural data
and text together, we propose displaying textual data on hand-held
tablet devices instead of the shared display. With their high screen
resolutions and flexible viewing distance, tablets maintain legibility
at small font sizes allowing a greater amount of text to be displayed.
Constraining text to personal tablets also allows multiple users to
select, view and author the information without distracting collab-
orators (Figure 2). Finally, software that is running on the tablet is
disassociated from rendering complex 3D data; thus, we create an
interaction framework between tablet devices and a shared display
that is generalizable to a variety of visualizations.

The main issue to address in such an implementation is enabling
contextual awareness that lets users effortlessly perceive the con-
nections between textual data on their personal tablet display and
associated parts of the 3D structural data on the shared display. Ad-
ditionally, this contextual awareness must be achieved using mini-
mal interactive visual correlations between the users tablet and the
shared display in order to minimize clutter.

In this paper we present the paradigm of separating 3D data and
textual data to different displays where each is viewed optimally.
We provide details of the interaction model between the shared dis-
play and the tablet. We conclude by describing a specific imple-
mentation of our interaction model using 3D visualization of social
network data.

Figure 1: Image illustrates how much occlusion text can create if
rendered in place in 3D on the left. On the right, the same information
is shown on the tablet display.



Figure 2: A 3D social network visualization is shown on the shared display, featuring three different colored cursors for three users. Network
nodes that are being viewed by each user share the same color with their respective cursor. Nodes that have been previously visited by a user
are indicated using colored concentric circles around the nodes. The middle and right images show the tablet displays of two users. Note that
relative positioning of the nodes in the bottom half of the tablet screens roughly corresponds to the relative positioning of these nodes on the

shared display surface.

2 RELATED WORK

The idea of using a tablet / mobile display to interact with phys-
ical environments or large public displays has long been ex-
plored [19] [6] [14]. Fitzmaurice et al. [6] investigated using spa-
tially aware hand held displays to provide access to more informa-
tion by tracking the position of the display so that it shows differ-
ent parts of a large workspace when physically moved. Yee [19]
extended the work on spatially aware displays by incorporating
pen input and various other interaction techniques. One drawback
of this technique is problematic ergonomics due to the amount of
movement that is needed to access information while interacting
with large displays.

Rekimoto [14] uses a video see-through hand held device with a
magnifying glass like approach wherein objects in a physical envi-
ronment are augmented by overlaying metadata associated with the
object on the see-through display. Boring et al. [3] turned a camera-
equipped mobile device into a mouse-like touch device that allows
users to manipulate content on displays lacking touch input or dis-
plays that are at a distance. Later, they extended their interface to
accommodate multiple users by showing individual content on mo-
bile displays that would have otherwise cluttered the large display
and distracted other users [4]. This is similar to our approach of
collaborative browsing, where multiple users analyze textual data
on their personal display. However, we also provide the added abil-
ity for users to push text they deem of interest to the group to the
large display for discussion.

Multi-display groupware systems, which often mix multiple net-
worked personal and public displays have been explored [2] [18].
These systems allow collaborators to switch between individual
tasks and tasks involving the collective group. Typically, the in-
dividual tasks are performed on a personal display (e.g., laptop dis-
plays) while the collective workspace is a shared display (e.g. a
wall display or a tabletop) [2]. A common approach is to replicate
the visualizations on both the shared and personal displays. This
approach is costly and it is often not possible for tablet devices to
replicate computationally intensive 3D renderings. This also breaks
a useful abstraction between the personal displays and the data be-
ing visualized that allows software running on the personal display
to be generic.

Another role of the public workspace is to help individuals main-
tain a sense of the whereabouts and activities of collaborators.
There is a conflict between supporting individual tasks and support-
ing coordination, communication and situational awareness in the
group workspace. Studies have shown that users perform individual
tasks better on personal displays [9]. Although having a personal
workspace is desirable when users need to focus on a specific task,

it deteriorates shared workspace awareness as users do not make
frequent use of the shared display where information about collab-
orators’ actions is shown.

Our system encourages the use of shared display as the visual-
ization is not replicated on personal devices. Reading text, which
has a high cognitive load, is done on the personal device while the
3D structural data is only available on the shared display. The user
also needs to use the shared display to access textual data.

3 OVERVIEW
3.1 Goals and Contributions

We project structural data onto a shared display while allowing in-
dividual users to selectively view associated textual data on tablets.
In separating the display of text from the display of structural data
we improve user experience in a number of ways:

Use the right tool for the right job. By directing resources to-
wards a single task, we provide affordances to both the text viewer
and the structural visualization that would be difficult to achieve
in an integrated application. The difficulties of creating legible text
overlaying 3D scenes are well documented [13] [10]. Having a ded-
icated reading interface improves text legibility while also enabling
the comparison of textual data from different nodes without causing
occlusion of the visualization. Tablets have been shown to be better
reading interfaces than mounted horizontal or vertical displays [12].

Promote collaboration. Our approach fosters increased situa-
tional awareness in collaborative data mining. Since structural data
is not presented on personal displays, users will regularly reference
the shared display. In addition to structural data the shared display
also presents information on other users’ past and present activity.
This helps provide individuals better awareness of their collabora-
tors actions and allows them to focus (if they choose) on regions of
interest in the structural data that have not yet been explored.

Unencumbered interaction. By specifying that the text viewer
will not perform costly 3D rendering tasks, we ensure that it is
lightweight and able to run on tablets instead of laptops. Tablets
provide better mobility and ergonomic comfort when compared to
laptops. This improved mobility is especially important in large
immersive environments that enable users to move about freely.

3.2 Interaction Model
We propose an interaction model that can be generalized to a broad
range of 3D visualizations. This model is defined as follows:

1. Each tablet handshakes with the server running the visual-
ization engine. The server then sends a unique ID number to the
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Figure 3: Tablet device interface consists of a top area where textual
data is displayed and a bottom area where users control a cursor
using touch. Aliases of the selected nodes are shown in the bottom
area.

tablet; this ID number will be included in all future messages that
the tablet sends to the server.

2. Each tablet device controls a cursor on the shared display
using 2D coordinates derived from single touch input. Cursor posi-
tioning uses absolute position instead of relative incremental move-
ment, thus providing a direct mapping between the control area on
the tablet and the large shared display.

3. A simple raycasting technique is used to perform hit testing on
the three dimensional structure using the cursor’s position. When
a region of interest is hit, a rollover message is sent to the tablet
controlling the cursor. This message provides both the location (in
screen coordinates) and identification of the targeted area.

4. When tablets receive a rollover message, they use the reported
location to place an alias of the rolled-over item on the control area
of the tablet. Relative positions of the rolled-over nodes on the
tablet correlate to their positions on the shared display surface (Fig-
ure 2).

5. Users can select items that appear on their tablet by double
tapping in the control area. Upon selection, tablets send a notifi-
cation to the visualization giving the ID of the selected structural
element. The visualization software responds by sending the text
associated with the element to the tablet to be displayed in a verti-
cal text column.

6. Upon user request, the text associated with a particular struc-
tural element is presented in the shared visualization. This lets users
push interesting textual information to the large display for every-
one to view simultaneously and encourages group discussion.

7. The visualization provides indicators showing the history and
current actions of users by visually encoding viewed or previously
viewed areas of the visualization.

4 TEST BED IMPLEMENTATION

In our test bed implementation tablets (either Android or iOS de-
vices) display text associated with a 3D node-link diagram of so-
cial network data. The data visualized is the 2004 InfoVis contest
co-authorship data [5] where each node represents an author and
edges indicate a co-authorship relationship. The text data for each
node is a list of publications written by the author. The 3D graph
layout is generated with Fructerman-Reingold force-directed algo-
rithm [7], and rendered with 3d shaded spheres and tubes. The 3D
graph visualization is currently deployed in the AlloSphere envi-
ronment (Figure 4), which features a spherical display measuring
five-meter radius [1]. Users stand on a bridge that spans the cen-

ter of the structure. The distance between users and the surface of
the sphere necessitates the usage of relatively large text in order
to maintain legibility. This necessity creates occlusion problems
(mentioned throughout this paper) when simultaneously trying to
view structural data.

The text data viewer software runs in a web environment that is
part of the iOS and Android application Control [15]. Control is
a a generic solution for realizing touchscreen interfaces to control
musical, artistic and virtual reality projects. Interfaces are designed
using HTML/CSS/JavaScript. The JavaScript runtime has access
to hardware features of the devices Control runs on; this enables
low-latency UDP networking that would not normally be available
to a web interface. Control was designed and developed by the first
author.

Figure 3 shows the interface Control presents to users for navi-
gating the graph visualization and viewing text data. At the top is
a collection of text data associated with nodes that the user has se-
lected. This collection scrolls horizontally to display more nodes,
and each individual node scrolls vertically if there is not enough
height to display all publications of an author. The bottom portion
of the interface tracks users finger position and sends this informa-
tion to the visualization to control a virtual cursor. When the visu-
alization notifies the tablet that this cursor has highlighted a node,
the tablet displays a square labeled with the authors initials at a lo-
cation mimicking the node’s position on the shared screen surface.
Double-tapping the control area sends a request to the visualization
for the text data associated with tapped node. When the text is dis-
played, a line connects the text box to the node it is associated with.
This creates a visual link that helps users place text box within the
3D structure. Each expanded node presents buttons allowing users
to push the text box to the AlloSphere surface or remove the text
box from the tablet display.

We recruited three participants to test the visualization and tablet
interface and collect formative feedback. After providing a brief
overview and short demo of the interface, participants were asked
to complete two tasks; each task was performed twice. The first
consisted of identifying an author with more than ten publications
while the second consisted of identifying common publications be-
tween two authors. Users expressed satisfaction with the tablet in-
terface and all were able to complete the assigned tasks accurately
in a short amount of time.

Without any explanation, users quickly adopted the unconven-
tional cursor movement of the tablet, where the cursor’s position is
directly mapped onto the screen in absolute terms, unlike a mouse
cursor which moves relative to its last position. Two participants
indicated that they lost the cursor initially, but understood the be-
havior quickly after. Although they were given the option, none of
the subjects chose to push text to the large screen. When asked why
they had not used this feature, two participants indicated that they
strongly preferred the tablet display to read the text. One participant
did indicate that if the same contrast and resolution was possible
she would have used the large display for reading. We asked partic-
ipants whether they understood and made use of the visualizations
appearing on the bottom half of the tablet display. Two of them in-
dicated that it grabbed their attention towards the end and all three
were able to accurately describe the relation between the abstracted
visualizations on the tablet and the large screen. No users expressed
any discomfort related to holding the tablet, however, one user said
a stand to place the tablet on might have increased comfort.

5 CONCLUSION AND FUTURE WORK

We are encouraged by the initial evaluations of our prototype im-
plementation. Our system removes obtrusive occlusion associated
with textual data display in visualizations, fosters collaboration as
well as individual tasks, and increases ergonomic comfort com-
pared to interaction techniques involving laptop-based personal dis-



Figure 4: Three users standing on the bridge of the AlloSphere ma-
nipulating a graph visualization.

plays.

We will move forward by testing our technique with different
datasets in order to prove it is generalizable across a variety of data.
We are particularly interested in working with graph visualizations
of Wikipedia links where each node represents an article and each
edge represents an internal link. Unlike our current static dataset,
this graph will be generated dynamically based upon an initial ar-
ticle selected by users. As links between citations are revealed, we
believe that articles featuring important concepts and people related
to the initial submission will quickly emerge visually. One advan-
tage of having a dedicated textual data reader is that we can make
the article associated with each node directly readable from within
the viewing application. In addition to internal Wikipedia article
citations, we also plan to implement our technique with biological
and molecular structural data.

We currently use a simple interaction model in order to navi-
gate users cursors in 3D space that relies on raytracing to determine
selection in the 3D environment from absolute 2D positions gen-
erated on the tablet. Although this model is sufficient to navigate
and select nodes in our test bed implementation, we believe that
more precise control of navigation will be necessary for 3D struc-
tures with intricate details. We plan to explore using multi-touch
gestures to enhance navigation and selection in future implementa-
tions by building off of previously described techniques [8] [11].

As we iterate through different implementations and refine the
system outlined in this paper, we will also conduct user studies
in order to evaluate the effectiveness of our technique for collab-
orative knowledge discovery. These studies will isolate the effects
of moving textual information onto a dedicated reading device and
quantify the improvements that our system offers over other text
and metadata display techniques in 3D environments.
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